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Abstract. We introduce a formal definition of a pattern poset. This generalises many
of the existing posets defined in terms of patterns on different combinatorial objects.
We introduce a poset fibration on intervals of these posets. Applying this fibration
gives some general results on pattern posets, that unify and generalise many of the ex-
isting results on these posets, such as Bjorner’s results on subword order. We present
a formula for the Mobius function of intervals of pattern posets, which provides an
explanation as to why the various definitions of normal embeddings play such an im-
portant role in many of the existing results for such posets. Moreover, we characterise
when these posets are disconnected and show that Cohen-Macaulayness is preserved
by our fibration. We also conjecture that fibrations preserve shellability under certain
conditions.
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1 Introduction

Pattern occurrence has been studied on a wide range of combinatorial objects with many
different definitions of a pattern, see [9] for an overview of the field. In many of these
cases we can use the notion of a pattern to define a poset on these objects, for example
the classical permutation poset. Whilst many such pattern posets have been studied in
isolation, there is no general framework for the study of these posets. Yet many of the
known results follow a similar theme. By introducing a formal definition of a pattern
poset, we present some general results on these posets that helps us to understand why
different pattern posets often have a similar structure.

We say a word a occurs as a p-pattern in a word B if there is a subsequence of
satisfying certain conditions p, and we call this subsequence an occurrence of «. We can
define a binary relation « <, B if a occurs as a p-pattern in B. If <, satisfies the partial
order conditions, then we can define a pattern poset on a set of words. It is natural to ask
questions on the structure and topology of a pattern poset P and its intervals, that is, the
induced subposets [a, f] = {A € P|a <A < B}.

The topology of a poset is considered by mapping the poset to a simplicial complex,
called the order complex, whose faces are the chains of the poset, that is, the totally
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ordered subsets. We refer the reader to [18] for an overview of poset topology. A poset
is shellable if its maximal chains can be ordered in a certain way. Shellability implies a
poset has many nice properties, such as Cohen-Macaulayness. We define a poset P to be
Cohen-Macaulay if the order complex of P, and of every interval of P, is homotopically
equivalent to a wedge of top dimensional spheres. The Mdbius function of a poset is
defined recursively by pi(a,a) =1 for all a, u(a,b) = 0if a £ b and if a < b then:

ula,b) =— Y ulac).

a<c<b

The study of patterns in words has received a lot of attention. Perhaps the simplest
type of pattern in a word is that of subword order, that is, u = uy...u, occurs as a
pattern in w = w;...wy if there is a subsequence w;, ... w;, such that w; = u; for
all j =1,...,a. Bjorner [5] presented a formula for the Mobius function of the poset of
words with subword order and showed that the poset is shellable. The poset of words
with composition order has the partial order u < w if there is a subsequence w;, ... w;,
such that u; < w;, forall j =1,...,a. A formula for the Mobius function of this poset
is given by Sagan and Vatter in [13]. Furthermore, the poset of generalised subword
order is considered by McNamara and Sagan in [10] and Sagan and Vatter in [13]. There
are many other examples of patterns in words and word representable objects, such as
patterns in permutations, Dyck paths, set partitions, trees, ascent sequences and more.

Many of the known results on the Mobius function of pattern posets, including those
mentioned above, depend on the number of normal embeddings defined in various but
similar ways. For example, they play an important role in the study of many different
classes of intervals of the classical permutation poset, see [7, 10, 13, 14, 15, 17]. We
define an embedding of « in B as a sequence of dashes and the letters of «, such that the
positions of the non-dash letters give an occurrence of « in B and deleting all the dashes
results in x. For example, 2 — 13— is an embedding of 213 in 35142. The definition
of when an embedding is normal varies, but all follow a similar theme. Perhaps the
simplest definition is that of Bjorner’s for subword order [5], where the normal condition
is that the only positions that can be dashes are the leftmost positions in the maximal
consecutive sequences of equal letters.

We introduce a simple definition for normal embeddings which extracts the common
theme from those in the literature. Using this definition we prove that the Mdobius
function of a pattern poset, satisfying certain restrictions, equals the number of normal
embeddings, plus an extra term that we describe explicitly. This extra term embodies
the variations in the many definitions of normal embeddings. Furthermore, our general
result can be used to prove many of the existing results on the Mobius function of various
pattern posets.

Poset fibrations are instrumental to our results. A fibration of a poset Q consists
of another poset P, called the total space, and a rank and order preserving surjective
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map f : P — Q. Poset fibrations were first studied by Quillen in [12] and a good
overview is given in [6]. We introduce a poset fibration on an interval [«, B] of a pattern
poset. The total space of this fibration is built from the embeddings of A in B, for
all A € (a, B). This total space has a much nicer structure than the original poset, which
allows us to compute the Mobius function and topology of the total space. We can then
use known results on poset fibrations to get results for the original interval. Moreover, we
conjecture shellability is preserved across a poset fibration satisfying certain conditions,
which would generalise a similar result for Cohen-Macaulayness.

It is known that a poset is not shellable if it contains a disconnected subinterval of
rank greater than 2. We say an interval is zero split if its set of embeddings can be
partitioned into two parts such that there is no position that appears as a dash in both.
In [11] it is shown that an interval of the classical permutation poset is disconnected if
and only if it satisfies a slightly stronger condition than being zero split. We introduce a
definition of strongly zero split which generalises this result to pattern posets. This implies
that if an interval contains a strongly zero split subinterval of rank greater than 2, then
it is not shellable. Furthermore, we show that an interval [, ] is Cohen-Macaulay if the
total space of [A,B] is Cohen-Macaulay, for all A € [«, ), and we conjecture a similar
result exists for shellability.

In Section 2 we introduce a formal definition of pattern posets. In Section 3 we
introduce a poset fibration on pattern posets. In Section 4 we prove some results on the
Mobius function, disconnectedness and Cohen-Macaulayness of pattern posets. Finally,
in Section 5 we present some applications of these results.

2 Pattern Posets

The idea of pattern occurrence has been used to consider a variety of different combi-
natorial objects. The notion of permutation pattern occurrence has received the most
attention, but many others have also been considered. Pattern occurrence can be used
to define a partial order and thus a poset. In this section we give a general definition of
such a poset. First we need to formally define pattern occurrence.

Definition 2.1. Given two words o, on some alphabet ¥, we say that the subsequence
Tlay - - - gy 18 @ p-occurrence of o in 7t if 7y, . .. 7, ~p 0, Where ~, is some binary relation we
call a pattern relation.

Example 2.2. Some examples of pattern relations are:

o Two words are related by ~, if they are equal, which gives subword order, see [5].

o Two words are related by ~ if their letters appear in the same relative order of size, which
gives the classical permutation patterns, see [11].
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e Given a poset Q, two words o and 7t are related by o ~, gy 7 if 07 <q 7; for all i, which
gives generalised subword order, see [10].

In the same way that vincular patterns generalise the classical permutation pattern
relation, we can generalise pattern relations to vincular pattern relations. To do this we
use the notion of A-vincular permutation pattern posets introduced in [2].

Definition 2.3. A vincular rule is an infinite (0,1)-lower triangular matrix M. Given two
words o, 7t on the alphabet ¥. and a pattern relation ~,, we say there is a (o, M)-occurrence
of o in 7t if there is a subsequence 71y, . .. 7y, ~p 0, Where aj 1 = a; + 1 if M; = 0. We call the
pair (p, M) a vincular pattern relation.

Example 2.4. If we let M be the matrix with 1’s in all positions on and below the diagonal, then
we recover the pattern relation definition given in Definition 2.1. If we let M be the matrix of all
zeroes, then we require that any occurrence of o in 7T must occur as a consecutive subsequence.

We can use our notion of pattern relations to define a poset in following way:

Definition 2.5. Consider a vincular pattern relation (p, M). Given o, T € ¥* we define a binary
relation o <, a1 70 if there is a (p, M)-occurrence of o in 7t. If <, vry is reflexive, antisymmetric
and transitive, then we define a pattern poset P(B, p, M) as the poset with elements B C L*
and partial order <(, vp).

Example 2.6. Let S be the set of all permutations on the positive integers, A the set of all words
on non-negative integers, Ly the matrix of all zeroes and Ly the matrix with all 1’s on and below
the diagonal.

e The poset P = P(S,x, Ly) is the classical permutation pattern poset, see [11].

e The poset W = P(A,w, Ly) is the subword order poset, see [5].

e The poset P(S,x, Ly) is the consecutive permutation pattern poset, see [3, 8].

e If B C A s the set of Dyck words, then P(B,w, L1) is the Dyck pattern poset, see [1].

When the poset being considered is clear we drop the subscript and use the nota-
tion <.

Definition 2.7. We say a pattern poset P is closed if for every w € P and for every position
1 <i </|7m| there is a unique operation that changes only ; to create an element « € P covered
by 7, we call this operation decreasing position i. We say a pattern poset P is an equivalence
pattern poset if for every 7t € P every subword of 7t is an occurrence of at most one element of P.
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For example, the decreasing operation on the permutation poset is deleting a letter
and the decreasing operation on the poset of words with composition order is subtract-
ing 1 from any letter k > 1 or deleting a letter k = 1. Here we give a list of known
pattern posets and whether they are closed or equivalence posets, we omit the proof but
the results are straightforward to verify in each case:

Lemma 2.8. e The subword order poset and classical permutation poset are closed equiva-
lence pattern posets.

o The consecutive permutation poset and Dyck pattern poset are non-closed equivalence pat-
tern poset.

o The poset of words with composition order is a closed non-equivalence pattern poset

Note that in a closed equivalence pattern poset every subword of every element is an
occurrence of exactly one element of the pattern poset. Therefore, the decreasing opera-
tion is always deleting a letter. We use the notation equivalence because the equivalence
condition implies the pattern relation is an equivalence relation. In the remainder of
this abstract, for the sake of simplicity, we restrict our consideration to closed equiva-
lence pattern posets. More general results can be found for posets that are non-closed or
non-equivalence in [16].

3 Poset Fibration

In this section we introduce a poset fibration which we use to study pattern posets in
Section 4. A poset fibration is a rank and order preserving surjective map between
posets. Poset fibrations where first studied by Quillen in [12] and have many nice prop-
erties. We can define a poset fibration using the embeddings of a pattern poset, where
an embedding is defined as follows:

Definition 3.1. Consider a pattern poset P and two elements a < B of P. An embedding of «
in B is a sequence of length |B|, consisting of the letters of « and dashes, such that the non-dash
letters are exactly the positions of an occurrence of a in B and removing the dashes results in .

Let E%P be the set of embeddings of « in B. Given an embedding n € E%P, we call the
positions of the dashed letters in y the empty positions and let the zero set of 1, denoted Z (1),
be the set of empty positions in 1.

Example 3.2. In IP the sequence —23 — —1 is an embedding of 231 in 156243 and in W the
sequence —1 — 22— is an embedding of 122 in 213221.

The notion of normal embeddings plays an important role in many of the existing
results on the Mdobius function of pattern posets. For example, normal embeddings
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appear in results on the poset of words with subword order [4, 5], the poset of words
with composition order [13], the poset of words with generalised subword order [10, 13]
and the classical permutation poset [7, 14, 15, 17]. We generalise these notions of normal
embeddings and present a simple definition for a normal embedding for any pattern
poset. This definition is different from many definitions in the literature but extracts the
common aspect of all of them, and the variation is then accounted for in our formula for
the Mobius function in Section 4. First we introduce adjacencies, sometimes called runs,
which play an important role in defining a normal embedding.

Definition 3.3. Consider a pattern poset P := P(B, p, A). An adjacency in an element o € P is
a maximal sequence of consecutive positions such that removing any letter of the adjacency yields
the same subword relative to ~,, 4). An adjacency of length 1 is trivial, the tail of a non-trivial
adjacency is all but the first letter of the adjacency and trivial adjacencies have no tails.

Example 3.4. In P the permutation 2341657 has adjacencies 234, 1, 65, 7 and the tails are 34, 5.
In W the word 21133322 has adjacencies 2,11, 333,22 and tails 1,33, 2.

Definition 3.5. Consider a pattern poset P := P(B,p, A) and two elements o, 1 € P. An
embedding 1 of ¢ in 7t is normal if all the positions that are in a tail of any adjacency in 7t are
non-empty in 1. Let NE(c, 7t) denote the number of normal embeddings of o in 7.

We call an embedding representative if all non-empty positions have no empty positions to
their right in the same adjacency. Let E7 be the set of representative embeddings of o in 7.

Example 3.6. In P the embeddings of 213 in 231645 are:
2-3-- -28-- 2-1-3- -21-3- 2-1--3 —-21--3

The representative embeddings are —213 — — and —21 — —3 and the only normal embedding
is —21 — —3.

Note that a normal embedding is always representative. We can extend the partial
order from our pattern poset to the embeddings, to get the following poset:

Definition 3.7. Consider any interval [0, 7t] in a pattern poset P. Let R(c, 7t) be the poset of
all representative embeddings of A in 7, for all A € (o, 7v). The partial order of R(0o, 1) is given
byn < ¢if Z(n) 2 Z(¢) and « <p B, where a and B are the words obtained by removing the
empty positions from y and ¢, respectively.

Let R*(c, 7r) be the poset of all representative embeddings of A in 7, for all A € [o, ).
Let f£: R(o, ) — (0, 1) map all elements of EM™ to A, for all A € (o, 7).

Example 3.8. Consider P then in the poset R*(1,243516) we have —213 — — < —213 — 4
but —2 — —13 £ =213 —4.  Consider W then in the poset R*(12,112221) we have
—12 — — < —1222— but =12 — — £ — —222—,
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Remark 3.9. Let R(c, 7t) be the poset obtained from R(c, ) by adding bottom and top ele-
ments 0 and 1, respectively. Any interval [a, B] of R(c, 7r), with a # 0, is isomorphic to the
Cartesian product of chains. To see this note that, each representative embedding 1 can be rep-
resented as a sequence fj = 1]y . .. 17, where 7; equals the number of non-empty positions that n
embeds in the i-th adjacency of 7. If B = 1, let B; be the length of the i-th adjacency in .
Then |a, B] is isomorphic to [&q, B1] X - - - x [&, Bt].

We now have a poset fibration on (¢, 7r), where fZ is the projection map and R(c, )
is the total space. When it is clear we drop the subscripts and superscript and denote the
fibration by f. In Section 4 we apply this poset fibration to prove some results on pattern
posets. Note that we can also define a poset fibration where the total space is the poset
of all embeddings, not just representative embeddings. We can apply the techniques we
use in Section 4 to this fibration to get many interesting results as well, see [16].

4 Results on Pattern Posets

4.1 The Mobius Function of Intervals of a Pattern Poset

In this subsection we focus on the Mdbius function of pattern posets. A poset is bounded
if it has a bottom and top element, which we denote 0 and 1, respectively. The Mobius
function of a bounded poset P is u(P) := u(0,1). The Mobius number fi(Q) of an un-
bounded poset Q equals the Mobius function of the poset obtained by adding a bottom
and top element to Q. The following result, which is the dual of Corollary 3.2 in [19],
proves very useful:

Proposition 4.1. Given a poset fibration f : P — Q:

AQ) = a(P) + ) A(Q<g)A(f 1 (Qzq)).

q€Q
We can use Proposition 4.1 along with our poset fibration to get the following result:

Theorem 4.2. If [0, 7| is an interval of a pattern poset, then:

u(o,7) = (~)V"VINE(g, 1)+ Y p(o, MARY (A, 7). (4.1)

A€lo,m)

Proof. Applying Proposition 4.1 to the poset fibration given in Definition 3.7 gives:

o, m) =pR(e,m)+ Y ulo, AR (A, 7). (42)

Ae(o,m)
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The posets R(c, 7r) and R*(c, 7r) can be considered as the union of the intervals (1, 1)
and [y, 1), respectively, for all # € E7™. Applying an inclusion-exclusion argument for
the Mobius function we get:

AR, m) = ) uwn )+ ) (—1)Fp (ﬂ(ﬂ/i)), (4.3)

pR o,m) = Y, D)+ L (—1)Fa (ﬂ(ﬂ,i))- (4.4)

nes

Note that in (4.4) we use the intersections of (1,1) instead of [1,1), because these
are equivalent as 77 will never be in the intersections. Moreover, fi([r, 1)) has the unique
bottom element 7, thus the Mobius number equals 0. So the first term on the right hand
side of (4.4) equals zero. Therefore, the second term on the right hand side of (4.3) is
equal to fi(R*(c, 7)), so we have:

AR(e,m) = ), wu(n1)+p(R (o, 7). (4.5)

Ueﬁa,n

Combining (4.2) and (4.5) implies that:
wo,m) =Y, up )+ Y} o, HAR (A, ). (4.6)

nekom A€o, m)

Finally, by Remark 3.9 we know that [, 1] is the Cartesian product of chains, for
any 51 € E77". Moreover, these chains all have length at most 1 if and only if # is normal.
If # is normal then there are |7r| — || chains of length 1, the rest having length 0. The
Mobius function of a chain is 1 if the chain has length 0, —1 if the chain has length 1 and
0 otherwise. Furthermore, the Mdbius function of the Cartesian product of posets is the
product of the Mébius functions. Therefore, 1(1,1) equals (—1)1=11 if 5 is normal and
0 otherwise. So the first term on the right hand side of (4.6) equals (—1)"=I?/ NE(c, 7),
which completes the proof. O

Theorem 4.2 provides an explanation as to why normal embeddings play such an
important role in many of the existing results on the Mobius function of pattern posets.
The second term on the right hand side of (4.1) is what leads to the variations in the
definitions of normal in these cases. Furthermore, we can apply Theorem 4.2 to provide
an alternative proof to some of these existing results. For example, we can prove the
formula for the Mobius function of words with subword order given in [5]. To do this
we show that jI(R*(u, w)) = 0 for any interval [u, w| of the poset of words with subword
order, which implies u (1, w) = (—1)%l=* NE(u, w).
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4.2 Disconnected Intervals of a Pattern Poset

In this section we study the property of disconnectedness in pattern posets. A bounded
poset is disconnected if the interior can be split into two disjoint sets, which we call com-
ponents, such that any pair of elements from separate components are incomparable.
Proposition 5.3 of [11] gives a characterisation of when an interval of the classical per-
mutation poset is disconnected, based on whether the set of embeddings can be split in
a certain way. In this subsection we generalise this result to all pattern posets.

Definition 4.3. An interval [0, 7t|, with rk(o, 7w) > 2, is zero split if the representative em-
bedding set can be partitioned into two disjoint non-empty sets Ey and Ep such that Z(E1) N
Z(Ep) = @, where Z(E;) is the union of the zero sets of the elements of E;.

We say that [0, 7| is strongly zero split if there exists a zero split partition Ei and E,
of £ which satisfies the following condition: For all 11, € Ey and 1, € E, there does not exist
a pair z1 € Z(m1) and zp € Z(y2) such that the embeddings in 7T with zero sets Z(n1) \ {z1}
and Z(n2) \ {z2} are embeddings of the same element A in 7t.

Example 4.4. Consider the interval [41253,41627385] of IP. The representative embeddings are
11 =41 — 253 — — and 1, = — — 41 — 253. If we partition the representative embeddings into
the sets Ey = {m} and Ey = {m,}, then this is a zero split partition but not a strongly zero
split partition. To see this is not a strongly zero split partition, note that Z(n1) = {3,7,8} and
Z(n2) = {1,2,5}. The embeddings with zero sets Z(n1) \ {3} and Z(12) \ {5} are 415263 — —
and — — 415263, respectively, which are both embeddings of 415263. Therefore, the condition for
a strongly zero split partition is violated.

Our definition of strongly zero split generalises the conditions given in [11]. Note
that the conditions given in [11] are defined on the set of all embeddings and we only
consider the representative embeddings. However, we can also define strongly zero split
on the set of all embeddings, and it can be shown that the embedding set is strongly zero
split if and only if the representative embedding is strongly zero split. Therefore, our
definition of strongly zero split is a generalisation to all pattern posets of the conditions
given in [11].

Note that the join of any two embeddings &, f € R*(c, 77) is given by the embedding
with the zero set Z(a) N Z(B). We can use this to show that an interval [o, 7] being
zero split is intrinsically related to the connectedness of the posets R(c, ), R*(c, )
and [0, 7t|.

Lemma 4.5. An interval [0, 7] of a pattern poset, with rk(c, T) > 2, is zero split if and only
if R*(o, 1) is disconnected. Furthermore, if rk(c, T) > 3, then [0, 7t] is zero split if and only
if R(o, 1) is disconnected.

Proof. We consider the poset R*(c, 7r), the argument is similar for R(c, 7). First suppose
that [o, 7] is zero split with the partition E; and E; of 9. Let P; and P, be the ele-
ments of R*(o, 71) that contain an element of E; and E;, respectively. Note that any two
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atoms 171 € E; and 1, € Ep have Z(51) N Z(12) = @, so their join is 1. Therefore, P
and P, are disconnected components of R*(c, 7).

Now suppose R*(c, ) is disconnected with components P; and P,, which have
atoms E; and E,, respectively. The join of any elements 71 € E; and 7, € E; equals 1
which implies that the intersection of their zero set is empty. Moreover, because this is
true for any pair, it implies E1 and E, form a zero split partition of £/. O

Proposition 4.6. An interval [0, 7| of a pattern poset, with rk(c, 7t) > 3, is disconnected if and
only if [0, 7t] is strongly zero split.

Proof. First suppose that [0, 7T] is strongly zero split with the zero split partition E;
and E;. Then R(c, ) is disconnected by Lemma 4.5. So the only way that [, 7]
is not disconnected is if there are two embeddings x; and x; in separate components
of R(c, ) such that f(x;) = f(k2), where f is the poset fibration map. First note that
if f(x1) = f(x2), then for any ¢; < k1 there exists is a ¢ < xp such that f(¢1) = f(¢2).
Therefore, we need only consider the case that x; and x, are atoms.

So suppose k1 and «k, are atoms with zero sets Z(x;) = Z(n;) \ {zi}, where y; € E;
and z; € Z(n;), for i = 1,2. However, this implies that the embeddings with zero
sets Z(11) \ {z1} and Z(#2) \ {22} are embeddings of the same element f(x;) in 71, which
is exactly the forbidden situation in the definition of strongly zero split. Therefore, we
cannot have elements from separate components mapping to the same element, so [o, 7]
is disconnected. The other direction follows by a similar argument in reverse. O

Applying Proposition 4.6 to the permutation poset implies Proposition 5.3 of [11].

4.3 Cohen-Macaulayness of Intervals of a Pattern Poset

We define a poset to be Cohen-Macaulay if the order complex of the poset, and of ev-
ery interval of the poset, is homotopically equivalent to a wedge of top dimensional
spheres. Theorem 5.2 of [6] shows that Cohen-Macaulayness is preserved by a poset
tibration satisfying certain conditions. We present a slightly altered form of this result
as Proposition 4.7 below, a proof of which can be found in [16].

First we recall some notation. A poset is pure if all maximal chains are the same
length. Note that a closed pattern poset is always pure. Given a poset P and an el-
ement p € P define the induced subposet P, = {qg € P|[q < p} and similarly de-
fine P<p, P~p and P>.

Proposition 4.7. Let P and Q be pure posets and let f : P — Q be a poset fibration. Assume that
forall g € Q there is some pg € P such that Q<4 = f(P<p,) and f~1(Qx,) is Cohen-Macaulay.
If P is Cohen-Macaulay, then Q is Cohen-Macaulay.

We can use Proposition 4.7 to get the following results on pattern posets:
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Theorem 4.8. Consider an interval [, 71| of a pattern poset P such that R*(A, 7t) is Cohen-
Macaulay for all A € (o, 7). If R(o, i) is Cohen-Macaulay, then [o, 7t] is Cohen-Macaulay.

Proof. 1t is straightforward to see that any embedding of A in 7t contains an embedding
of w in 7, for all w € (0, A). Therefore, (0, 7w) ) = f(R(0, )<y), for any ¢ € EM™. Fur-
thermore, f~1((c, )>5) = f1([A, 7)) = R*(A, ) which is CL-shellable by assumption,
for any A € [0, 7). So the result follows by Proposition 4.7. O

A Cohen-Macaulay poset cannot contain a disconnected subposet of rank greater
than 2. Therefore, Proposition 4.6 implies the following result:

Corollary 4.9. If [0, 7| is an interval of a pattern poset and contains a strongly zero split
subinterval of rank greater than 2, then [0, 7t] is not Cohen-Macaulay, thus not shellable.

We believe that Proposition 4.7, and similarly Theorems 5.1(i) and 5.2 of [6], can be
generalised to show that shellability is also preserved across a poset fibration.

Conjecture 4.10. Let P and Q be pure posets and let f : P — Q be a poset fibration. Assume
that for all g € Q there is some p, € P such that Qwq = f(P<p,) and f~1(Qxg) is shellable.
If P is shellable, then Q is shellable.

Then the following result would follow immediately:

Conjecture 4.11. Consider an interval [0, 7t| of a pattern poset such that R*(A, 1) is shellable
forall A € (o, ). If R(0, i) is shellable, then [o, 7t] is shellable.

5 Applications

We can apply the results from Section 4 to many different pattern posets. This enables
us to provide alternative proofs of existing results and discover new results. For ex-
ample, it can easily be shown that if [u,w] is an interval of the poset of words with
subword order, then R(u, w) and R*(u, w) are shellable and fi(R*(u, w)) = 0. This gives
an alternative proof of Bjorner’s results in [5], that intervals of the poset of words with
subword order are Cohen-Macaulay and their Mo6bius function equals the number of
normal embeddings.
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